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Abstract

Vapour production through cavitation extracts heat from the ¯uid surrounding the cavity and creates a
temperature di�erence between liquid and vapour. This thermal e�ect is particularly signi®cant in cryogenic liquids.
Estimates of the temperature di�erence can be made provided: (a) the rate of vapour production required to sustain

a given cavity, and (b) and appropriate model for the heat exchange at the interface of the cavity are known. The
vapour production is usually estimated by assuming that it is equal to the non-condensable gas ¯ow rates necessary
to sustain ventilated cavities of equal geometry. It has been shown that experimental results previously obtained can
be quite satisfactorily predicted if the interface is assimilated to a rough ¯at plate through which the amount of heat

necessary to generate the vapour is being fed. In order to obtain data for cavities developed over walls whose
geometry and pressure gradient are analogous to those of turbopump inducers, and to achieve a better precision,
tests were conducted in a specially designed cavitation loop operating with R-114. It is shown that the experimental

results are well predicted by the proposed model. # 1999 Elsevier Science Ltd. All rights reserved.

1. Introduction

Vapour production through cavitation extracts heat
from the ¯uid surrounding the cavity and creates a
temperature gradient between the free stream liquid
temperature and the interface of the vapour cavity.

The di�erence of temperature between the liquid and
the vapour constitutes what is usually named the ther-

mal e�ect and is particularly signi®cant in cryogenic
liquids such as those utilized in the turbopumps of the

European space launcher Ariane. In order to determine
the temperature di�erence, tests are conducted with
thermosensible ¯uids, often other than those employed
in the prototype applications, using, generally, small-

scale models and measuring the temperature within the
cavity using thermocouples installed on the wall of the
test objects. Once the scale and thermosensible ¯uid

test results are known, the question is how to extrap-
olate the temperature di�erences to the prototype situ-
ations.

The earlier procedure consisted in de®ning a non-
dimensional temperature di�erence number, B-factor
[1], and to correlate it as a function of powers of other
non-dimensional parameters characterizing the scale,

the ¯ow conditions and the ¯uid characteristics [2,3].
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In order to improve the correlations, Holl et al. [3]

introduced an additional non-dimensional number

obtained using the ¯ow rate of air, or of other non-

condensable gas, necessary to produce a ventilated cav-

ity of a given length on a geometrically similar body.

This constituted the `entrainment method'. It improved

the correlations but was unable to estimate the thermal

e�ect with enough accuracy for a variety of ¯ow con-

ditions. Therefore, these methods require the perform-

ance of two series of experiments: one in a

thermosensible ¯uid in cavitation conditions and the

other in non cavitating conditions with ventilated cav-

ities ®lled with air or another non-condensable gas.

Brennen [4] set indirectly the basis of a predictive

procedure when he investigated the air di�usion across

the interface of a supercavitating cavity behind a

spherical headform. He observed that a turbulent

boundary layer on the cavity surface developed follow-

ing the separation point on the headform surface, and

demonstrated that this layer played the predominant

role in the air di�usion process. He assumed that the

momentum thickness of the boundary layer was con-

stant along the interface, approximated by a ¯at sur-

face, and extended his air di�usion model to the

vapour ¯ux through the interface as a function of the

di�erence, DT, between the upstream, Tref, and cavity

Nomenclature

B non-dimensional temperature di�erence
b cavity width
C foil chord

Cf ¯at plate friction coe�cient
cp speci®c heat at constant pressure
CQ ¯ow coe�cient

D diameter of headforms
L latent heat of vaporization
l cavity length

Pr Prandtl number
pref reference upstream pressure in the venturi test section
pv vapour pressure
Q vapour production or air injection ¯ow rate

Rex,l Reynolds number computed with the distance x(l )
t foil thickness
Tp wall (interface) temperature

Tref reference temperature
Tw temperature measured at the wall of the venturi test section
ub velocity at the edge of the viscous boundary layer

Uref reference velocity
U1 reference velocity in the venturi test section
Vg mean velocity of the vapour (air) uniformly distributed over the cavity interface

x distance along the ¯at plate (interface)
y distance normal to the venturi wall
DT temperature di�erence (TrefÿTp)
DTvisc increase of temperature due to viscous dissipation.

Greek symbols
a void fraction
E roughness of the ¯at plate (interface)

jp heat ¯ux transferred to the ¯at plate (interface)
r liquid speci®c mass
rv vapour speci®c mass
s cavitation number.

Subscripts
r rough plate
s smooth plate.
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temperatures, Tc. By rearranging the expression given
by Brennen, in order to have it in SI units and as-

suming that the laminar-to-turbulent boundary layer
transition coincides with the separation point on the
headform surface, DT is expressed by

DT � Tref ÿ Tc � rvLCQ

0:896rcp

1�����������
1� s
p

������
l

d2

s
�1�

where r and rv are the speci®c mass of the liquid and
the vapour respectively, L is the latent heat of vapor-
ization, d2 is the momentum thickness of the boundary
layer, cp is the speci®c heat, CQ is a volumetric ¯ow

coe�cient,

CQ � Q

UrefpDl
� Vg

Uref

�2�

s the cavitation number,

s � pref ÿ pv�Tref�
1

2
rU 2

ref

�3�

with Q the vapour ¯ow rate, Uref and pref the free

stream velocity and pressure, l the length of the cavity,
D the diameter of the headform, pv and v the vapour
pressure and the kinematic viscosity of the liquid.
In Eq. (2),

Vg � Q

pDl
�4�

is the velocity of the vapour supposedly being pro-
duced uniformly on the surface of the cavity.

If we replace d2 by its expression for a turbulent
boundary layer on a smooth ¯at plate, (1) can be writ-
ten as:

DT � Tref ÿ Tc � rvLCQ

0:17rcp

Reÿ0:1l�����������
1� s
p �5�

where Re is the Reynolds number,

Rel � Uref l

v
�6�

Equating the vapour ¯ow rate to the air ¯ow rate of a
ventilated cavity of equal length, Brennen computed

the temperature di�erence in the case of cold water
and showed that it was minute. A major conclusion of
Brennen's work was that the `the volume rate of

entrainment of all gas and vapour is dependent only
on water speed and cavity size for steady cavities
behind a particular headform', and that `this result

seems reasonable and may be true for all steady cav-
ities' [4]. In fact, we will see later that the non-dimen-
sional ¯ow rate, expressed in the form given by Eq.

(2), isÐwithin the scattering due to experimental
errorsÐconstant whatever the shape of the headform

or hydrofoil and regardless of whether partial or
supercavitating conditions prevail.
Therefore, it seems possible to predict the thermal

e�ect provided: (a) the rate of vapour production
required to sustain a given cavity, and (b) an appropri-
ate model for the heat exchange at the interface of the

cavity are known. This approach has been promoted
by Fruman et al. [5] and Fruman and Beuzelin [6],
who proposed to assimilate the cavity interface to a

rough ¯at plate without pressure gradient and the
vapour production to the non-condensable gas ¯ow
rates necessary to sustain ventilated cavities of equal
geometry and to determine the temperature de®cit

using the usual heat exchange formulations. In their
approach, vapour is supposed to be produced uni-
formly on the cavity interface and no other source of

vapour are considered to exist. The relative roughness
of the interface is an unknown parameter and it was
estimated by Fruman and Beuzelin [6] using the exper-

imental results obtained by Hord with a hydrofoil in
liquid hydrogen and nitrogen [7] and a venturi tube in
liquid hydrogen [8]. Using a constant ¯ow coe�cient,

obtained from ventilation tests conducted in two di�er-
ent geometries, the adjustment of the very numerous
experimental results by Hord was quite satisfactory
whatever the shape of the cavitating body and the

¯owing liquid provided the roughness was selected to
be Reynolds number dependent.
To further substantiate these results and to insure

that they could be used in the estimation of the ther-
mal e�ect for cavities developed over walls whose ge-
ometry and pressure gradient are analogous to those

of turbopump inducers, experimental results of tests,
conducted in a specially designed cavitation loop oper-
ating with R-114 (C2Cl2F4), developed with the sup-
port of the Agence Franc° aise de l'Espace (CNES) and

the SocieÂ teÂ EuropeÂ enne de Propulsion (SEP) and oper-
ated by the Centre de Recherches et d'Essais de
Machines Hydrauliques de Grenoble (CREMHyG),

were used. Tests consisted in measuring the tempera-
ture, the void fraction and the vapour production of
R-114 cavities and comparing the latter with the air

required to sustain a ventilated cavity of equal length
using water as a ¯owing liquid.
This paper presents the results of these experiments

and a comparison of the experimental temperature
di�erences with those predicted using the Fruman et
al. [5] approach. The predicted and measured tempera-
ture di�erences compare very favourably.

2. Experimental

The R-114 experimental facility (called Plateform
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d'Essais de Cavitation de Liquides aÁ E�et

Thermodynamique (PECLET)) is a closed loop operat-
ing with a reference pressure, obtained by pressurizing,
up to 35 bar, a reservoir with nitrogen gas. To prevent

gas dissolution into the circulating liquid, a ¯exible
membrane separates the liquid and gas phases. The
loop is ®tted with a test section having the shape of a

two-dimensional venturi (Fig. 1 without the air injec-
tion slit), designed in such a way that the pressure dis-
tribution is analogous to the one existing on the upper

surface of an inducer blade [9]. The lower wall of the
venturi makes, upstream of the throat, an angle of
ÿ4.38 with the horizontal, while, downstream of the
throat section, a divergent with an angle of 48 extends

up to 250 mm. Beyond, the divergent angle increases
to 88. The upper wall is nearly horizontal up to a dis-
tance of 150 mm downstream of the throat, where an

angle of 3.18 reduces the divergent aperture. The
throat section is 44 mm in width and 43.7 mm in
height and the velocity can be varied between 16 and

45 m/s. Temperature can be varied and controlled
from 20 to 408C. Under these experimental conditions,
it is possible to achieve cavities having a maximum
length of 12 cm before choking. Temperatures on the

venturi plastic (PVC) wall next to the cavity were
measured using ®ve micro-thermocouples situated at 3,
20, 38, 75 and 115 mm from the throat. These wall

temperatures are assumed to be those of the two phase
¯uid in contact with the wall and, by extension, those
of the interface at the same axial station. One reference

temperature was measured 20 cm upstream. Mean cav-
ity interfaces were visualized with a video camera and
the length determined by image processing [9].

A facility having the same test section as the R-114
loop was operated with water as a running ¯uid and
pressurised by air. It allowed to conduct tests of venti-
lated cavities by performing air injections through a

two-dimensional slit situated slightly downstream of
the venturi throat, Fig. 1. The injected air (or non-con-
densable gas) is evacuated as a two-phase wake down-

stream of the cavity closure. The maximum velocity at
the throat was only 20 m/s and the pressure was set in
order to avoid vapour production at the ventilated cav-

ity interface. The air ¯ow rate was measured using

either a turbine ¯ow meter or a rotameter. The same
loop was also used to perform vapour cavitation tests.
Void fraction and phase velocity in the cavity were

measured using specially designed optical probes
[10,11]. Vapour and gas ¯ow rates were obtained by in-
tegration of the void fraction and velocity pro®les [12].

Cavitation will occur at the venturi throat when the
local static pressure in there is equal to the vapour
pressure, that is to say sc=ÿCpmin. A potential ¯ow

calculation gives a ÿCpmin equal to 1.4. When the s
value is decreased below the critical value (ÿCpmin), a
sheet cavity is initiated at the sharp edge formed by
the upstream convergent and downstream divergent

and will develop on the lower surface of the venturi.
For a cavity length of about 80 mm, the maximum
thickness of the cavity is comprised between 6 and

7 mm. Therefore the radius of curvature of the inter-
face, assumed to be ®tted by an arc of a circle, will be
about 300 mm. Under such circumstances, the height

of the cavity is about 2% of the radius of curvature
and the hypothesis of a ¯at plate seems to be then
fully justi®ed.

3. Proposed model

The vapour production is supposed to be given by
the ¯ow coe�cient, Eq. (2), and, in order to generalize
it, pD is made equal to the cavity width b. We will

also assume that the ¯ow is turbulent and that the sur-
face behaves as a rough plate. The validity of the
above assumptions can only be veri®ed if the results

are favourably compared with available data. This has
been made ®rst using Hord's data for a hydrofoil in
liquid hydrogen and nitrogen and a venturi tube in
liquid hydrogen and, in section 5, the comparisons will

be extended to the R-114 tests.
Let us ®rst consider the case of a turbulent ¯ow on

a smooth plate. It can be shown [13] that the wall tem-

perature on a smooth ¯at plate over which a heat ¯ux,
jp, is being transferred by the ¯uid is given, for
Prandtl numbers Pr11, by,

Fig. 1. Schematic of the venturi in the test facilities.
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Tp � Tref �
jp

1

2
rcpUrefCf

�
1ÿ ub

Uref

�1ÿ Pr�
�

�7�

where Cf is the local friction coe�cient, ub is the vel-

ocity at the edge of the viscous boundary layer and

jp � ÿrvLVg � ÿrvLCQUref �8�

For a smooth plate, the ratio ub/Uref is given by [13]

ub

Uref

� 2:1

Re0:1x

�9�

which leads to

Tp � Tref �
jp

1

2
rcpUrefCf

�
1ÿ 2:1

Re0:1x

�1ÿ Pr�
�

�10�

Now, according to [14], for a rough plate, the di�er-
ence between the wall temperature and the reference
temperature, (TpÿTref)r, is related to the one for a

smooth plate, (TpÿTref)s, by

�Tp ÿ Tref�r � Z
�Cf �s
�Cf�r
�Tp ÿ Tref �s �11�

with (TpÿTref)s being given by Eq. (10).

In Eq. (11), (Cf )s and (Cf )r are the local friction
coe�cients for a smooth and a rough plate respect-
ively; Z is a multiplying factor which is less or equal to
1 for the Prandtl's numbers and the roughness that are

usually considered.
CQ was obtained through ventilation tests during

which air (or some other non-condensable gas) was

injected through a slit situated slightly downstream the
cavity and evacuated as a two-phase wake at the trail-
ing edge of the cavity.

At very high Reynolds numbers, (Cf )r is expressed
by

1

2
�Cf �r � 0:00695

�
x

E

�ÿ1=7
�12�

where E is the equivalent roughness.
Finally, under the assumption that Z1 1, combining

Eq. (11) to Eqs. (10) and (12), we obtain, for a turbu-
lent ¯ow on a rough plate,

Tp � Tref ÿ rvLCQ

0:00695rcp

�
x

E

�1=7

�1ÿ 2:1Reÿ0:1x �1

ÿ Pr�� �13�

In order to perform calculations with Eq. (13) it is

necessary to know the value of CQ and to have an esti-
mate of E.
From tests of ventilation conducted using a back-

ward facing step and a hydrofoil having a ¯at upper
surface, Fruman and Beuzelin [6] determined that the

air ¯ow rate required to sustain the cavities was a lin-
ear function of the free stream velocity and the cavity
length. In other words, the ¯ow coe�cient de®ned by

Eq. (2) was constant and independent of the geometry
of the tested body with a mean value of 5.2� 10ÿ3. It
should be pointed out that ventilation tests were con-

ducted by Yoshihara et al. [15], with a hydrofoil
having the same shape as the one used by Hord. The
authors gave a ¯ow coe�cient in the form of

C �Q �
Q

UrefBt
� 7:66� 10ÿ2

�
l

C

�0:88

where t and C are respectively the thickness and the
chord of the foil.
In the form given by Eq. (2) we have, taking into

account that C=0.1 m and t/C=0.06, CQ=3.49 �
10ÿ2lÿ0.12, with l in meters. The dependence of the
¯ow coe�cient on the cavity length is very weak and,
for cavity lengths between 1.7 and 5 cm, their values

are between 5 and 5.7 � 10ÿ3, very close to the one
obtained by Fruman and Beuzelin for cavities smaller
than 8 cm. Also, the data obtained by Billet and Weir

[16] for ventilation ogives of three diameters, 0.318,
0.635 and 1.27 cm, give a nearly constant ¯ow coe�-
cient, when the ¯ow rate is reported to the exposed

cavity interface surface, although the values are higher,
by as much as a factor of 2, than those reported
above. This particular behaviour of ventilated cavities
seems to be quite universal since Brennen [4] in his

tests with axisymmetric headforms has also shown that
the volume rate of entrainment was dependent only on
cavity size and tunnel velocity in spite of the fact that

the length of the cavities he considered was of 0.50,
0.75 and 1.12 m, one order of magnitude larger than
those investigated by Fruman and Beuzelin [6] and

usually encountered in tests conducted by Hord. With
the value of CQ=5.2 � 10ÿ3, Fruman and Beuzelin
estimated the apparent roughness by adjusting Hord's
data for the hydrofoil in two cryogenic liquids [7] and

for the venturi tube in liquid hydrogen [8]. The best
adjustment was obtained by using a roughness (in
meters), varying with the Reynolds number, of the

form,

E � 2:2Reÿ0:5x �14�

For the Reynolds numbers of Hord's tests, the rough-

ness is, in absolute terms, quite large, of the order of a
millimeter, and can result, in physical terms, from the
bumped characteristics of the cavity interface.
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4. Experimental results in R-114 and water loops

4.1. Thermal e�ect results

The length of the cavity has been plotted as a func-

tion of the cavitation number in Fig. 2 for tests per-
formed in the PECLET and water loops. In the latter
case the cavity length increases very sharply for s
values of less than 0.70 while in the case of R-114, the
increase is less marked. The di�erence between the R-
114 and the water results can be explained because of

the thermal e�ect since the cavitation number com-
puted with the temperature within the cavity would be
larger than the one used in Fig. 2, and the di�erence

will increase with the cavity length increasing.
Fig. 3 shows DTw, the di�erence between the free

stream temperature and the venturi wall temperature,
as a function of the distance to the throat, non-dimen-

sionalized with the cavity length (50 mm), for three

reference temperatures and ¯ow velocities.

Temperatures decrease linearly with distance whatever
the experimental conditions. The maximum values of
DTw for each test condition are presented as a non-

dimensional coe�cient B,

Fig. 2. Cavity length as a function of cavitation number in

the PECLET and water facilities.

Fig. 3. Temperature di�erence as a function of distance to the

throat for l=50 mm.

Fig. 4. B factor vs cavitation number.

Fig. 5. Void fraction (a) and velocity (b) pro®les at three

stations for U1=14 m/s and a ventilated cavity length of

80 mm. (Notice that the vertical scale is 10 times the horizon-

tal one.)
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B � �DTwmax� rcp

rvL
�15�

as a function of s in Fig. 4. In spite of some inevitable
experimental scattering, the data points are quite well

correlated. In all these tests, DTwmax is comprised
between 1 and 58C.

4.2. Flow coe�cient for ventilated cavities

For the peculiar geometry of the venturi used in the

tests, the ¯ow coe�cients and the Reynolds numbers
were computed using, as a reference velocity, the vel-
ocity of the cavity interface given by the Bernoulli's
Eq. Uref=U1(1+s )1/2, where U1 is the velocity in the

control section of the venturi. The mean ¯ow coe�-
cient is independent of Reynolds numbers (thus inde-
pendent of velocity and cavity length) in the range

tested, which is much smaller than those usually
encountered in practical applications and in the
PECLET loop. The value obtained is CQ=3.1� 10ÿ32
0.45� 10ÿ3. The di�erence between this value and the
one reported in Section 3 is mainly due to the selection
of the reference velocity and, as it will be seen later,

does not a�ect the ®nal results. The scatter is princi-

pally associated to the precision of the measurement of

the cavity length. It can be estimated to 210% and is

due essentially to the ¯uctuations of the cavity closure.

Stutz [11], has conducted velocity and void fraction

measurements within a 8 cm long ventilated cavity. He

showed, Fig. 5a, that near the leading edge of the cav-

ity the void fraction peaks at the interface while

becoming nearly constant over the cavity height down-
stream. The velocities are in the direction of the main

¯ow on the upper half of the cavity thickness and

show a back¯ow in the lower half, Fig. 5b. This back-

¯ow justi®es the homogenization of the void fraction

by the intense mixing so created. The air (vapour) ¯ow

rate was computed by integrating, over the cavity

thickness at di�erent stations, the product of the vel-

ocity and the void fraction. In spite of the di�culties

associated with this type of measurements and the pre-

cision of the integration, conducted with a limited

number of data points, the comparison with the

injected air ¯ow rate is very much satisfactory, Fig. 6a.

Fig. 6. Local ¯ow coe�cients obtained by integration of

the product of the void fraction and the velocity from Figs. 5

and 7.

Fig. 7. Void fraction (a) and velocity (b) pro®les at three

stations for U1=14 m/s and a vapour cavity length of

80 mm. (Notice that the vertical scale is 10 times the horizon-

tal one.)
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4.3. Flow coe�cient for vapour cavities

For the geometry of the venturi used in the venti-
lation tests, Stutz [11] performed velocity and void
fraction measurements for an 8 cm long natural stable

cavity, Fig. 7. As compared to the ventilated cavity
situation, the void fraction does not show a signi®cant
augmentation near the leading edge in the vicinity of

the interface. Further downstream, the void fraction is
larger near the wall than near the interface. The vel-
ocity pro®les are surprisingly close to the ones of the

ventilated cavity. In terms of vapour ¯ow coe�cients,
Fig. 6b shows that they are slightly below the non-con-
densable gas ¯ow coe�cients but close enough to jus-
tify a posteriori the hypothesis of the entrainment

theory [3]. The di�erence may be associated to some
unaccounted condensation e�ects in the vapour cavity.
For unsteady nearly periodic cavities, Larrarte [17]

has shown that the vapour production can be assimi-
lated to the cavity growth rate during the initial phase.
Assuming that there is no vapour production during

the phase of cavity detachment and cloud convection,
the mean vapour ¯ow rate during the total duration
time of a period gives a ¯ow coe�cient 4±6 times

larger than the one of the stable cavity. However,
Stutz and Reboud [10] have shown that the mean void
fraction of these cavities during the growth phase is
around 20%. If this void fraction is taken into

account, the vapour ¯ow coe�cient is reduced (by a
factor of about 5) and the ¯ow coe�cient estimates are
then close to the ones for stable cavities.

4.4. Preliminary conclusions

The results presented above show that the hypoth-
esis of the entrainment theory, which assumes that the
vapour ¯ow rate can be estimated by the non-conden-
sable gas ¯ow rate required to sustain a ventilated cav-

ity, are quite well justi®ed by the experiments if due
account is taken of the di�culty of conducting very
precise measurements in vapour cavities. The method-

ology developed by Fruman and co-workers to esti-
mate the thermal e�ect will now be applied to the ¯ow
conditions of the PECLET loop tests.

5. Comparison of experimental and predicted

temperature di�erences

For prediction purposes it is preferable to use data

obtained in simple test conditions and with unsophisti-
cated instrumentation. This is the case for the ¯ow
coe�cient in ventilated conditions. Thus, the CQ given

in Section 4.2 and Eqs. (13) and (14) for x=l, are used
to estimate the temperature di�erences. The results,
computed using the characteristics of the liquid and

vapour phases at the reference conditions, are shown

in Fig. 8a as a function of the experimental DT
together with the straight lines corresponding to the

slope unity (continuous) and 220% di�erence (discon-

tinuous). It can be seen that the predicted values of DT
are larger than the experimental ones, in particular for

moderate DT (<3 K). For the DT>3.5 K, they are

Fig. 8. Predicted vs measured temperature di�erence for (a)

values of the parameters at the free stream temperature, (b)

values of the parameters for the vapour phase at the tempera-

ture computed using the temperature di�erence given in (a),

and (c) including viscous heating e�ect.
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well within the 220% margin. Among the many fac-
tors which can justify these di�erences, a screening in-

vestigation has shown that the vapour phase
characteristic parameters in Eq. (13), calculated for the
reference temperatures instead of the cavity tempera-

tures, are the most signi®cant. Indeed, using the
characteristics of the vapour phase for the temperature
in the cavity obtained from the previous computation,

the estimated DT are slightly reduced, but remain too
large in the moderate DT range, Fig. 8b. Moreover,
because of the high velocities of the liquid ¯ow

(20 m/s<Uref<50 m/s), the heat produced by viscous
e�ects might not be neglected. According to Eckert
and Drake [14], in the case of turbulent boundary
layers the increase of temperature induced by viscous

e�ects can be estimated (from experiments) by,

DTvisc � U 2
ref

2cp

Pr1=3 �16�

The DTvisc given by Eq. (16) was then subtracted from
the data points shown in Fig. 8b to account for viscous

heating. The results are plotted in Fig. 8c. Here, the
predictions became reasonable for most of the data in
the moderate DT range but slightly underestimated

beyond DT1 3 K.
These results are, in any event, very satisfactory

taking into account that no predictive method is today

available and that tentative numerical modelling of
this complex problem has failed to provide for good
temperature di�erences estimates. They give an a pos-
teriori justi®cation to the heat transfer assumptions,

rough ¯at plate without pressure gradient, sustaining
the model. However, the heat production by viscous
e�ects is probably not as signi®cant as Eq. (16) pre-

dicts, and the assumption that the vapour production
is uniformly distributed over the whole cavity interface
may not be fully justi®ed (based on the results pre-

sented in Fig. 6, showing that the ¯ow coe�cient has
reached its maximum value at the ®rst measuring
station downstream the cavity leading edge).

Moreover, the size of the adopted equivalent roughness
cannot be justi®ed either on physical grounds and has
to be considered as an adjustable parameter whose
physical meaning is yet to be found.

6. Conclusion

Results of tests conducted in two cavitation loops

having the same geometric venturi type test section are
presented. In one of the test loops the working ¯uid is
R-114 and allows us to determine the temperature re-

duction due to the vapour produced to feed a natural
cavity. In the other loop, operating with water, tests
were conducted with ventilated and natural stable cav-

ities to determine the non-condensable gas and vapour
production rates by performing void fraction and vel-

ocity measurements within the cavities.
A model is presented that allows the computation of

the temperature reduction by assuming that: (i) the

vapour production is equal to the air injection necess-
ary to sustain a ventilated cavity of equal mean length;
(ii) the vapour production is uniformly distributed on

the whole surface of the cavity interface, and (iii) the
interface behaves as a rough ¯at plate through which
heat is fed to produce the vapour.

The experimental results show that the hypothesis of
equality between gas ¯ow rate and vapour production
rate is rather well justi®ed. Comparison between the
experimental temperature di�erences (liquid/interface)

and the values obtained using the proposed model
show that reasonable estimates can be made, taking
into account the precision of the measurements of (a)

the cavity length, (b) the air ¯ow rate and (c) the sim-
plicity of the model. Use of the liquid properties at the
free stream conditions and the vapour properties at the

interface temperature, resulting from the ®rst compu-
tation at the reference conditions, improves the results.
If the temperature augmentation produced by viscous

dissipation is taken into account, the temperature
di�erences due to vapour production are reduced. The
experimental temperature di�erences are well within
the extreme values calculated for the reference tem-

perature and with the correction for viscous heating.
Since no method of prediction of the temperature

di�erence in thermosensible ¯uids is available today,

the suggested method can be considered as highly re-
liable in spite of its limitations. Work needs to be con-
ducted in order to improve the accuracy of the

measurements of the length of the cavities, in particu-
lar for highly unstable situations, and of the air (or
non-condensable gas) ¯ow rate in ventilated cavities,
as well as to interpret the signi®cance of the equivalent

roughness.
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